**ВОПРОСЫ**

по курсу «Математическое обеспечение систем поддержки принятия решений»

1. Определение точки локального и глобального минимума непрерывной функции ![](data:image/x-wmf;base64,183GmgAAAAAAAGAE4AIBCQAAAACQWAEACQAAA5EBAAACAIkAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALgAmAECwAAACYGDwAMAE1hdGhUeXBlAACAABIAAAAmBg8AGgD/////AAAQAAAAwP///7P///8gBAAAkwIAAAUAAAAJAgAAAAIFAAAAFAIDArEBHAAAAPsCjP0cAQAAAACQAQAAAAEAAgAQU3ltYm9sAJgAAAoA+M6NAP7///+IzxkA3CBOdkAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAKAAAAAUAAAAUAgMCiAMcAAAA+wKM/RwBAAAAAJABAAAAAQACABBTeW1ib2wA5QAACgC4z40A/v///4jPGQDcIE52QAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAACkAAAAFAAAAFALgAZIAHAAAAPsCIP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7////4yxkA3CBOdkAAAAAEAAAALQEAAAQAAADwAQEACgAAADIKAAAAAAIAAABmePwBwAOJAAAAJgYPAAgBQXBwc01GQ0MBAOEAAADhAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABghEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghX0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQIBAgECAgICAAIAAQEBAAMAAQAEAAAKAQACAIFmAAMAAQMAAQACAIN4AAACAJYoAAIAlikAAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AlXEFigAAAAoAQQxmlUEMZpVxBYoAoNUZAAQAAAAtAQEABAAAAPABAAADAAAAAAA=) на множестве ![](data:image/x-wmf;base64,183GmgAAAAAAAAAC4AEBCQAAAADwXQEACQAAAyABAAACAH0AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALgAQACCwAAACYGDwAMAE1hdGhUeXBlAAAgABIAAAAmBg8AGgD/////AAAQAAAAwP///8/////AAQAArwEAAAUAAAAJAgAAAAIFAAAAFAKgAV4AHAAAAPsCIP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///+A1BkA3CBOdkAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAWADAA30AAAAmBg8A8ABBcHBzTUZDQwEAyQAAAMkAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCERTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCFfRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAgECAQICAgIAAgABAQEAAwABAAQAAAoBAAIAgVgAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQAAcQWKAAAACgD4DWal+A1mpXEFigAo3hkABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==).

2. Необходимое условие минимума непрерывной функции ![](data:image/x-wmf;base64,183GmgAAAAAAAGAE4AIBCQAAAACQWAEACQAAA5EBAAACAIkAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALgAmAECwAAACYGDwAMAE1hdGhUeXBlAACAABIAAAAmBg8AGgD/////AAAQAAAAwP///7P///8gBAAAkwIAAAUAAAAJAgAAAAIFAAAAFAIDArEBHAAAAPsCjP0cAQAAAACQAQAAAAEAAgAQU3ltYm9sAJgAAAoA+M6NAP7///+IzxkA3CBOdkAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAKAAAAAUAAAAUAgMCiAMcAAAA+wKM/RwBAAAAAJABAAAAAQACABBTeW1ib2wA5QAACgC4z40A/v///4jPGQDcIE52QAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAACkAAAAFAAAAFALgAZIAHAAAAPsCIP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7////4yxkA3CBOdkAAAAAEAAAALQEAAAQAAADwAQEACgAAADIKAAAAAAIAAABmePwBwAOJAAAAJgYPAAgBQXBwc01GQ0MBAOEAAADhAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABghEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghX0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQIBAgECAgICAAIAAQEBAAMAAQAEAAAKAQACAIFmAAMAAQMAAQACAIN4AAACAJYoAAIAlikAAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AlXEFigAAAAoAQQxmlUEMZpVxBYoAoNUZAAQAAAAtAQEABAAAAPABAAADAAAAAAA=) на множестве ![](data:image/x-wmf;base64,183GmgAAAAAAAAAC4AEBCQAAAADwXQEACQAAAyABAAACAH0AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALgAQACCwAAACYGDwAMAE1hdGhUeXBlAAAgABIAAAAmBg8AGgD/////AAAQAAAAwP///8/////AAQAArwEAAAUAAAAJAgAAAAIFAAAAFAKgAV4AHAAAAPsCIP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///+A1BkA3CBOdkAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAWADAA30AAAAmBg8A8ABBcHBzTUZDQwEAyQAAAMkAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCERTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCFfRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAgECAQICAgIAAgABAQEAAwABAAQAAAoBAAIAgVgAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQAAcQWKAAAACgD4DWal+A1mpXEFigAo3hkABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==).

3. Определение градиента функции ![](data:image/x-wmf;base64,183GmgAAAAAAAGAE4AIBCQAAAACQWAEACQAAA5EBAAACAIkAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALgAmAECwAAACYGDwAMAE1hdGhUeXBlAACAABIAAAAmBg8AGgD/////AAAQAAAAwP///7P///8gBAAAkwIAAAUAAAAJAgAAAAIFAAAAFAIDArEBHAAAAPsCjP0cAQAAAACQAQAAAAEAAgAQU3ltYm9sAJgAAAoA+M6NAP7///+IzxkA3CBOdkAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAKAAAAAUAAAAUAgMCiAMcAAAA+wKM/RwBAAAAAJABAAAAAQACABBTeW1ib2wA5QAACgC4z40A/v///4jPGQDcIE52QAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAACkAAAAFAAAAFALgAZIAHAAAAPsCIP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7////4yxkA3CBOdkAAAAAEAAAALQEAAAQAAADwAQEACgAAADIKAAAAAAIAAABmePwBwAOJAAAAJgYPAAgBQXBwc01GQ0MBAOEAAADhAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABghEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghX0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQIBAgECAgICAAIAAQEBAAMAAQAEAAAKAQACAIFmAAMAAQMAAQACAIN4AAACAJYoAAIAlikAAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AlXEFigAAAAoAQQxmlUEMZpVxBYoAoNUZAAQAAAAtAQEABAAAAPABAAADAAAAAAA=) в точке ![](data:image/x-wmf;base64,183GmgAAAAAAACAFYAIBCQAAAABQWQEACQAAA5MBAAACAIsAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAiAFCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///6z////gBAAADAIAAAUAAAAJAgAAAAIFAAAAFAIoAUAEHAAAAPsC6v4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7////4yxkA3CBOdkAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAblIsAgUAAAAUAgACTwAcAAAA+wIg/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v////jLGQDcIE52QAAAAAQAAAAtAQEABAAAAPABAAAKAAAAMgoAAAAAAgAAAHhSsgLAAwUAAAAUAgACYQEcAAAA+wIg/gAAAAAAAJABAAAAAQACABBTeW1ib2wAkgAACgB4v38A/v////jLGQDcIE52QAAAAAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAM4MwAOLAAAAJgYPAAwBQXBwc01GQ0MBAOUAAADlAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABghEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghX0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQIBAgECAgICAAIAAQEBAAMAAQAEAAAKAQACAIN4AAIEhggizgIAg1IAAwAcAAALAQEBAAIAg24AAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtANNxBYoAAAAKAAsMZtMLDGbTcQWKAKDVGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA).

4. Достаточное условие локального минимума дважды дифференцируемой функции ![](data:image/x-wmf;base64,183GmgAAAAAAAGAE4AIBCQAAAACQWAEACQAAA5EBAAACAIkAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALgAmAECwAAACYGDwAMAE1hdGhUeXBlAACAABIAAAAmBg8AGgD/////AAAQAAAAwP///7P///8gBAAAkwIAAAUAAAAJAgAAAAIFAAAAFAIDArEBHAAAAPsCjP0cAQAAAACQAQAAAAEAAgAQU3ltYm9sAJgAAAoA+M6NAP7///+IzxkA3CBOdkAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAKAAAAAUAAAAUAgMCiAMcAAAA+wKM/RwBAAAAAJABAAAAAQACABBTeW1ib2wA5QAACgC4z40A/v///4jPGQDcIE52QAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAACkAAAAFAAAAFALgAZIAHAAAAPsCIP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7////4yxkA3CBOdkAAAAAEAAAALQEAAAQAAADwAQEACgAAADIKAAAAAAIAAABmePwBwAOJAAAAJgYPAAgBQXBwc01GQ0MBAOEAAADhAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABghEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghX0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQIBAgECAgICAAIAAQEBAAMAAQAEAAAKAQACAIFmAAMAAQMAAQACAIN4AAACAJYoAAIAlikAAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AlXEFigAAAAoAQQxmlUEMZpVxBYoAoNUZAAQAAAAtAQEABAAAAPABAAADAAAAAAA=) в точке ![](data:image/x-wmf;base64,183GmgAAAAAAAMAFYAIBCQAAAACwWQEACQAAA50BAAACAJQAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAsAFCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///6z///+ABQAADAIAAAUAAAAJAgAAAAIFAAAAFAIoARgBHAAAAPsC6v4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///8Y1RkA3CBOdkAAAAAEAAAALQEAAAoAAAAyCgAAAAACAAAAKm7iAywCBQAAABQCAAJPABwAAAD7AiD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////GNUZANwgTnZAAAAABAAAAC0BAQAEAAAA8AEAAAoAAAAyCgAAAAACAAAAeFJsA8ADBQAAABQCAAIbAhwAAAD7AiD+AAAAAAAAkAEAAAABAAIAEFN5bWJvbAAYAAAKAAARfQD+////GNUZANwgTnZAAAAABAAAAC0BAAAEAAAA8AEBAAkAAAAyCgAAAAABAAAAznnAA5QAAAAmBg8AHgFBcHBzTUZDQwEA9wAAAPcAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCERTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCFfRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAgECAQICAgIAAgABAQEAAwABAAQAAAoBAAIAg3gAAwAcAAALAQEBAAIAgioAAAAKAgSGCCLOAgCDUgADABwAAAsBAQEAAgCDbgAAAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AQXEFigAAAAoA1AxmQdQMZkFxBYoAwN4ZAAQAAAAtAQEABAAAAPABAAADAAAAAAA=).

5. Задачи условной оптимизации. Общий вид задачи условной оптимизации.

6. Выпуклые и связанные множества. Привести определение и примеры.

7. Определение выпуклой и строго выпуклой функции. Привести определение и примеры.

8. Теорема о локальном и глобальном минимуме выпуклой функции. Доказательство теоремы.

9. Достаточное условие локального минимума выпуклой функции.

10. Каким множеством является множество минимумов выпуклой функции? Доказательство этого свойства.

11. Симплексный метод Спендлея, Хекста и Химсворта. Принципы построения этого метода.

12. Вычислительная схема симплексного метода.

13. Причины зацикливания симплексного метода.

14. Метод Нелдера-Мида. Принципы построения метода и его отличие от симплексного метода.

15. Вычислительная схема метода Нелдера-Мида.

16. Метод Хука-Дживса. Принципы построения метода.

17. Вычислительная схема метода Хука-Дживса.

18. Метод покоординатного спуска.Принципы построения метода.

19. «Овражистые функции». Что это такое? Привести примеры.

20. Идея метода Розенброка.

21. Условия прекращения вычислений в методах первого порядка.

22. Методы поиска экстремума функции одной переменной. Метод

23. Методы поиска экстремума функции одной переменной. Метод дихотомии.

24. Методы поиска экстремума функции одной переменной. Метод золотого сечения.

25. Градиентный метод с дроблением шага. Условия сходимости.

26. Вычислительная схема градиентного метода с дроблением шага. Условия сходимости.

27. Метод скорейшего спуска. Условия сходимости.

28. Вычислительная схема метода скорейшего спуска.

29. Метод Ньютона. Итерационная схема метода.

30. Условия сходимости метода Ньютона.

31. Модифицированный метод Ньютона. Итерационная схема метода.

32. Методы сопряжённых направлений. Метод Флетчера Ривса.

33. Условия сходимости метода Флетчера Ривса. Сходимость к минимуму квадратичной функции.

34. Вычислительная схема метода Флетчера Ривса.

35. Методы сопряжённых направлений. Метод Поллака-Райвера.

36. Вычислительная схема метода Поллака-Райвера.

37. Методы поиска решений в пространстве состояний.

38. Стратегии поиска в глубину и ширину.